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Abstract
We examine how textual features in earnings press releases predict
stock returns on earnings announcement days. Using over 138,000
press releases from 2005 to 2023, we compare traditional bag-of-
words and BERT-based embeddings. We find that press release
content (soft information) is as informative as earnings surprise
(hard information), with FinBERT yielding the highest predictive
power. Combining models enhances the explanatory strength and
interpretability of the content of press releases. Stock prices fully
reflect the content of press releases at market open. If press releases
are leaked, it offers predictive advantage. Topic analysis reveals self-
serving bias in managerial narratives. Our framework supports real-
time return prediction through the integration of online learning,
provides interpretability and reveals the nuanced role of language
in price formation.

CCS Concepts
• Computing methodologies → Natural language processing;
• Applied computing→ Economics.
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1 Introduction
Earnings announcements are some of the most important antici-
pated scheduled announcements by corporations in financial mar-
kets, often triggering immediate and substantial price adjustments.
While research has traditionally focused on the “hard” components
of earnings releases—namely, the numerical earnings surprises that
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deviate from analyst expectations—a growing body of research
shows that substantial market-relevant information is also embed-
ded in the “soft” content of these announcements. In particular,
earnings press releases—which are the company-issued quarterly
performance statements disseminated as the initial source of pub-
lic news are a major vehicle through which both hard and soft
information reaches investors. These texts often include manage-
ment’s interpretation of performance, strategic positioning, and
forward-looking commentary, all of which can influence investor
expectations about the firm’s future prospects. Despite their im-
portance, earnings press releases have received relatively limited
attention in the financial literature, especially when compared to
conference calls. This is surprising given that press releases are
usually released first, are more widely disseminated, and are written
in more structured and accessible language than conference call
transcripts. Moreover, press releases are the documents that were
most often targeted in high-profile cybersecurity breaches—such
as the earnings press release hacking scandal documented by Akey
et al. [1]—underscoring their value in shaping market expectations.

This paper investigates whether and how the textual content
of earnings press releases predicts earnings announcement date
stock return responses. Using a comprehensive dataset of over
138,000 press releases issued between 2005 and 2023, we evaluate
the predictive power of soft information using a variety of natural
language processing (NLP) techniques. These include traditional
bag-of-words models, specifically Latent Dirichlet Allocation (LDA),
and contextual embedding models from the BERT family, including
FinBERT—fine-tuned specifically for financial text. We construct
real-time return forecasts using a rolling window approach that
avoids look-ahead bias, and we assess the explanatory power of
soft information embedded in press releases while controlling for
earnings surprises using both regression and Shapley values.

Soft information extracted from press releases is just as infor-
mative as earnings surprises in explaining stock price reactions
on announcement days. Among the models evaluated, FinBERT
provides the most effective extraction of soft information from
press releases for explaining stock returns, while LDA-based repre-
sentations enhance interpretability by highlighting key thematic
content. Since earnings announcements typically occur outside
regular trading hours, we show that stock prices fully incorporate
this soft information by market open, making it impossible for
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investors to profit from trading strategies based on publicly re-
leased press release signals—providing strong evidence for market
efficiency. However, if this information becomes available before
the scheduled release—as was the case in documented hacking
incidents—traders can correctly identify high-return stocks with
significantly better-than-random accuracy.

Our experiments evaluate five feature extraction methods, com-
bining traditional bag-of-words and BERT-based models, to predict
stock returns from earnings press releases. Our contributions are
threefold: (1) Unlike conventional approaches based on static train-
test splits, our framework supports online learning and adapts easily
to new data; (2) We integrate the advantages of bag-of-words, BERT
and large language models to enhance explainability by identifying
key tokens and topics driving returns; (3) We show that earnings
surprise and text are equally important in predicting announcement-
day returns using linear models, achieving an 𝑅2 ∼ 4% over 134k
observations. We further demonstrate through a trading strategy
that: (1) the market is efficient, and investors cannot earn excess re-
turns if they enter at market open following the release of overnight
earnings news; (2) however, if earnings surprises and press release
content are available in advance, investors can on-average correctly
predict 56% of the top 10 performing stocks using the agreement
between hard and soft information.

2 Related Work
The Efficient Market Hypothesis (EMH) was formally tested and
supported in the seminal paper by Fama et al. [13], which showed
that stock prices quickly incorporate publicly available information
surrounding stock splits. However, Ball and Brown [3] challenged
this view by documenting a post-earnings announcement drift
(PEAD), showing that stock prices continue to adjust after earnings
are released — suggesting delayed incorporation of earnings news.
This anomaly was further explored and substantiated by Bernard
and Thomas [4], who provided a more systematic analysis of PEAD
and emphasized the predictable nature of post-announcement re-
turns. More recently, Martineau [22] finds that markets have be-
come increasingly efficient over time in processing earnings sur-
prises (i.e., hard information), particularly due to improvements in
information dissemination and algorithmic trading.

However, much less is known about how markets process soft
information—the qualitative content embedded in earnings press
releases (i.e., soft information), such as managerial tone. Meaningful
signals about future firm performance are found in press releases
that do impact stock returns at the time of earnings announcements.
For example, Akey et al. [1] find that hackers who stole press re-
leases ahead of earnings announcements relied on both earnings
surprises and on the qualitative content of the press releases to
inform their trading decisions. Akey et al. [1] use elastic net to
capture the soft information embedded in the press releases. In this
paper, we extend this work by using a mixture of models to capture
the soft information in earnings press releases.

A number of studies examine the content of earnings conference
calls and how it relates to stock returns [e.g., 8, 15, 24, 26]. However,
only a few studies examined the content of earnings press releases
[e.g., 1, 19]. Press releases are important because they represent
the main piece of news that is issued by corporations at the time

of the announcement that initiates the first price adjustment to
earnings news. On the methodology front, Cao et al. [8] employ
multi-model analysis of conference call transcripts and audio to
predict stock volatility, but their sample is limited to 500 firms in
2017. In contrast, we analyze press releases for over 6,000 unique
stocks from 2006 to 2023, with time-varying return predictions and
better interpretability. We further differentiate from Cao et al. [8]
since we examine the combination of both hard and soft information
in how it impacts first moments, i.e,. stock returns, and how fast
the information is impounded into stock prices.

3 Data
Our sample period begins in January 2005 and ends in December
2023. We obtain earnings dates and times, analysts’ forecasts, and
announced EPS from LSEG IBES Academic. We retrieve daily stock
returns and open and closing prices from CRSP Daily Stock Files
and intraday quotes from NYSE Trade and Quote (TAQ). Following
[22], we only select earnings announcements for which there is
analyst following so that we compute earnings surprises (hard
information) as

𝑆𝑢𝑟𝑝𝑟𝑖𝑠𝑒𝑐,𝜏 =
𝐸𝑃𝑆𝑐,𝜏 − 𝐸𝜏−1 [𝐸𝑃𝑆𝑐,𝜏 ]

𝑃𝑐,𝜏−5
, (1)

where 𝐸𝑃𝑆𝑐,𝜏 is firm 𝑐’s earnings per share of quarterly earnings an-
nouncement announced on date 𝜏 , and 𝐸𝜏−1 [𝐸𝑃𝑆𝑐,𝜏 ] is the expected
earnings per share measured as the consensus analyst forecasts.
The consensus analyst forecast is the median of all latest analyst
forecasts issued over the 90 days before the earnings announce-
ment date. We scale the surprise by the firm’s stock price 𝑃𝑐,𝜏−5
five trading days before the announcement.

We retrieve earnings press releases, in HTML format, published
as attachments to 8-K filings from SEC Edgar. We retrieve 158,797
earnings press releases for 6,543 unique firms (PERMNOs in CRSP).
After merging with CRSP daily stock returns, we have a total of
140,425 unique stock-earnings announcement observations. After
preprocessing steps of earnings press releases (removing articles
that are too short or too long), we have 138,676 stock-earnings an-
nouncement observations. Since 2005 is our initial training sample,
our main analysis dataset contains 134,354 press releases from 2006
to 2023.

We apply the following text preprocessing steps:
(1) Extract text within the <body> tag.
(2) Remove tables by decomposing <table> tags.
(3) Remove content common across press releases, such as “forward-

looking statements”, contact information, and “non-GAAP
financial measures disclosure”.

(4) Remove page/slide numbers, headers like “Exhibit 99.x”,
phone numbers, and phrases such as “For immediate release.”
and “For more information”.

(5) Discard articles that are too short (<100 characters) or ex-
cessively long (>1,000,000 characters) either before or after
cleaning. Fewer than 100 articles exceed 100,000 characters.

Despite these efforts, variability in press release formats and the
unstructured nature of text data introduce residual noise. Further,
for bag-of-words vectorization, we apply standard text preprocess-
ing: unescape HTML characters; remove URLs, email addresses,
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numbers, and special symbols; normalize whitespace and newlines;
lemmatize tokens; and remove stop words and repeated patterns
(e.g., “year year”, “month month”).

We retain press releases published after hours, i.e., on or after
4:00 p.m. or strictly before 9:30 a.m. ET. This comprises 97% of the
dataset. Announcement day returns are calculated as the percentage
change in stock price from the prior close to the post-announcement
close. Figure 1 summarizes the dataset: article count doubles from
∼5,000 to ∼10,000 between 2005 and 2023; approximately 2,500 U.S.
stocks are covered across all market capitalizations per year1; and
each article contains 10,000 characters on average.

4 Vectorization Techniques
To construct numerical representations of the press release text,
we use the following techniques from traditional bag-of-words
approaches and BERT models, and compare their performance and
interpretability.

4.1 Bag-of-Words
Instead of using basic count or TF-IDF representations, we apply
Latent Dirichlet Allocation (LDA) to extract thematic content from
the text, following [7]. LDA provides a lower-dimensional represen-
tation of the document-term matrix by modeling each article’s term
counts as a multinomial distribution over topics, where each topic is
a probability distribution over terms. Articles are then represented
as mixtures of topics, capturing underlying themes. For article 𝑎,
and topic 𝑖 , the topic attention vector 𝑓𝑖,𝑎 is defined as

𝑓𝑖,𝑎 =

∑𝑁𝑎

𝑗=1 1(𝑧 𝑗,𝑎 = 𝑖)∑𝐾
𝑞=1

∑𝑁𝑎

𝑗=1 1(𝑧 𝑗,𝑎 = 𝑞)
, (2)

where 𝑧 𝑗,𝑎 is the topic assignment of word 𝑗 , 𝑁𝑎 is the total vocabu-
lary count in the article 𝑎, and 𝐾 is the total number of topics. This
vector quantifies the degree to which article 𝑎 attends to the topic 𝑖 .

We use the BKMX taxonomy from [7] as benchmark, which
defines 180 topics across 3,592 phrases, spanning economics and
politics. Each article is encoded as a 180-dimensional topic vector,
and topics are grouped into hierarchical metatopics. In our exper-
iments, we chose 11 metatopics of interest. However, the BKMX
model, trained on Wall Street Journal articles from 1984-2017, may
not generalize well to press releases. It includes forward-looking
tokens (e.g. “iphone” in Mobile device, “twitter” in Internet), while
missing newer terms (e.g. “president Biden”). Ambiguities also arise.
Similar tokens may appear in multiple topics (e.g. “cit” appears in
both Buffett and Major concerns).

To address these limitations, we adopt online LDA (oLDA) [17,
18], training a dynamic topic model tailored to after-hours press
releases. Cleaned articles are vectorized using a count vectorizer,
then an oLDA model is incrementally trained year by year with
parameters: learning offset 𝜏0 = 10, decay 0.7, document-topic prior
𝛼 = 1, and topic-word prior 𝜂 = 1. We use the topic model trained
on years [2005, 𝑡 − 1] to vectorize the text in year 𝑡 , minimizing
the look-ahead bias in vocabulary and topic identification. We use
50 topics with 10 key tokens each, representing each article as a

1On average, there are 20∼40 stocks traded per announcement day.

50-dimensional vector. To improve topic interpretability, we lever-
age GPT-4o-2024-08-06 [25] for labelling topics and condensing
topics into 10 metatopics. We find GPT-4o performs best with ∼500
input tokens, which ensures consistent outputs. This setup captures
terminology specific to earnings press releases and supports con-
tinual updates with new data (e.g., post-2024). Still, like BKMX and
BERT-based models, oLDA may assign the same token to multiple
topics or repeatedly include similar tokens in one topic, limiting
semantic distinctiveness.

4.2 BERT Models
Bi-directional Encoder Representations from Transformers (BERT)
[9] is a transformer-based language model pre-trained on large text
corpora and adaptable to downstream tasks through fine-tuning.
We use several pre-trained models from the BERT family, BERT-
base-uncased [9], MPNET [27], and FinBERT [2], to extract contex-
tual embeddings for each article.2 Specifically, we represent each
article as a 768-dimensional vector by applying mean pooling to
the last hidden states of the first 512 tokens. FinBERT is a domain-
specific variant fine-tuned for financial sentiment analysis using
the Reuters TRC2 corpus and Financial PhraseBank. While standard
BERT models rely on masked language modeling, which captures
token-level context but ignores inter-token dependencies, MPNET
improves on this by incorporating permuted language modeling to
better learn both positional and contextual relationships. Cosine
similarities between BERT and FinBERT embeddings are moder-
ately high, with an average of 0.72 ± 0.03, ranging from 0.6 to 0.8,
indicating alignment in semantics. In contrast, embeddings from
BERT and MPNET are mostly orthogonal, with a mean similarity of
0.01± 0.03, suggesting they capture distinct features. This diversity
in representations indicates that combining models may help cap-
ture complementary aspects of the text and improve downstream
performance.

5 Analyzing Press Release Articles
5.1 Return Score Construction
Let 𝑋𝑐,𝜏 denote the vectorized press release for company 𝑐 on an-
nouncement day 𝜏 , and let Ret𝑐,𝜏 be the corresponding return. We
use Lasso regression with weights𝑤 to identify predictive features:

argmin
𝑤

1
2𝑁

∥𝑋𝑐,𝜏𝑤 − Ret𝑐,𝜏 ∥22 + 𝜆∥𝑤 ∥1, (3)

with regularization parameter 𝜆 = 10−5. We adopt a rolling window
framework: the model is trained on data from year 𝑡 and then used
to generate return scores ˆRet𝑐,𝜏 = 𝑋𝑐,𝜏𝑤 (denoted Soft𝑐,𝜏 ) for year
𝑡 + 1. This process is repeated annually from 2005 to 2023, ensuring
that the soft information capturing returns is updated with new
text data while avoiding look-ahead bias. To assess the predictive
power of the return score, we run the following cross-sectional
regression over the 2006–2023 period:

Ret𝑐,𝜏 = 𝛼 + 𝛽0Surprise𝑐,𝜏 + 𝛽1Soft𝑐,𝜏 + 𝜖, (4)

where 𝑅𝑒𝑡𝑐,𝜏 corresponds to the announcement date stock return
for firm 𝑐 on date 𝜏 . Returns are computed from the 4 p.m. close

2To minimize potential forward-looking bias in the training data, we focus on models
developed prior to 2020.
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(a) Total Number of Articles (b) Total Number of Stocks (c) Average Number of Characters

Figure 1: General Statistics

preceding the announcement to 4 p.m. the next day. 𝑆𝑢𝑟𝑝𝑟𝑖𝑠𝑒𝑐,𝜏
corresponds to the earnings surprise that is winsorized at the 1st
and 99th percentile. Standard errors are clustered by stock and
announcement date.

We further compute feature importance using SHAP values [20,
21], with exact explainer and normalization:

𝐼 𝑗 =
1
𝑁

𝑁∑︁
𝑖=1

���� E
𝑆⊂𝑋\{ 𝑗 }

[
𝑦𝑆∪{ 𝑗 } − 𝑦𝑆

] ���� , 𝐼 𝑗 =
𝐼 𝑗∑𝑛
𝑘=1 𝐼𝑘

× 100, (5)

where 𝐼 𝑗 is the mean absolute SHAP value for feature 𝑗 ∈ 𝑋 across
𝑁 samples, representing the expected difference in the model out-
comes 𝑦 when 𝑗 is added to a subset of features 𝑆 ⊂ 𝑋 \ { 𝑗}, and
𝐼 𝑗 is normalized across all 𝑛 features. Table 1 summarizes the re-
sults. Column (1) reports that in an univariate analysis, 𝑆𝑢𝑟𝑝𝑟𝑖𝑠𝑒
is positive and statistically significant at the 1%. A one standard
deviation (0.02) increase in the earnings surprise is associated with
a 1.6% (0.02 × 0.81 ≈ 1.6%) increase in returns. The 𝑅2 indicates that
earnings surprise explains 3.3% of the variation in announcement
date returns. Columns (2)-(6) control for the soft information from
press releases estimated from different models. Across all model
specifications, Soft is positive and statistically significant at the 1%,
increasing the 𝑅2 up to 4.4%.3 The soft model estimated through
FinBERT corresponds to the largest increase in 𝑅2 relative to the
univariate analysis in Column (1). Column (6) reports that a one
standard deviation increase in Soft (0.016) is associated with an
increase of 1% in returns (0.016 × 0.60 ≈ 1%).

While earnings surprise dominates when using bag-of-words
vectorization, the soft variable still contributes additional explana-
tory power. Notably, BERT-based models, especially FinBERT, can
outperform earnings surprise in SHAP importance, highlighting
their ability to extract meaningful return-predictive information
from text. Columns (6) report a SHAP of 48% for earnings surprises
and 52% for the Soft information.

Next, we evaluate the predictive power of soft information in
predicting earnings announcement date returns when including all
the constructed soft variables in the following regression:

Ret𝑐,𝜏 = 𝛼 + 𝛽0Surprise𝑐,𝜏 +
∑︁
𝐼

𝛽𝐼 Soft𝐼𝑐,𝜏 + 𝜖. (6)

Table 2 presents the results. As more soft variables are incorporated,
the marginal contribution of earnings surprise declines.

3Surprise tends to bias the 𝑅2 downward. It can be improved by using deciles of
surprise instead of the actual level. The range of 𝑅2 values we obtain is consistent
with the literature on returns to surprise [1, 5, 22].

Table 1: Cross-Sectional Regression Analysis

Soft independent variable

BKMX OLDA BERT MPNET FINBERT
(1) (2) (3) (4) (5) (6)

Surprise 0.8056*** 0.8001*** 0.8030*** 0.7714*** 0.7891*** 0.7579***
(0.03) (0.03) (0.03) (0.02) (0.03) (0.02)

Soft 0.2402*** 0.3242*** 0.5602*** 0.2309*** 0.6006***
(0.03) (0.07) (0.03) (0.02) (0.03)

Intercept -0.0001 0.0000 -0.0000 0.0002 -0.0001 0.0003
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

𝑅2 0.033 0.034 0.033 0.040 0.035 0.044
𝑁 134354 134354 134354 134354 134354 134354
SHAP(Surprise) 100.00 80.79 85.42 54.18 66.53 47.88
SHAP(Soft) 19.21 14.58 45.82 33.47 52.12

Table 2: Combining Different Soft Variables for Announce-
ment Day Return Prediction

(1) (2) (3) (4) (5)

Surprise 0.7583*** 0.7580*** 0.7580*** 0.7578*** 0.7573***
(0.02) (0.02) (0.02) (0.02) (0.02)

Soft𝐵𝐾𝑀𝑋 -0.0372 0.0046
(0.03) (0.03)

Soft𝑂𝐿𝐷𝐴 -0.2774*** -0.2970***
(0.07) (0.07)

Soft𝐵𝐸𝑅𝑇 -0.0055 0.0180
(0.03) (0.04)

Soft𝑀𝑃𝑁𝐸𝑇 0.0059 0.0183
(0.02) (0.02)

Soft𝐹𝐼𝑁𝐵𝐸𝑅𝑇 0.6071*** 0.6288*** 0.6043*** 0.5972*** 0.6075***
(0.03) (0.03) (0.03) (0.03) (0.03)

Intercept 0.0003 0.0003 0.0003 0.0003 0.0003
(0.00) (0.00) (0.00) (0.00) (0.00)

𝑅2 0.044 0.044 0.044 0.044 0.044
𝑁 134354 134354 134354 134354 134354
SHAP(Surprise) 46.76 43.59 47.54 47.71 42.70
SHAP(Soft𝐵𝐾𝑀𝑋 ) 1.82 0.21
SHAP(Soft𝑂𝐿𝐷𝐴) 6.74 7.08
SHAP(Soft𝐵𝐸𝑅𝑇 ) 0.40 1.18
SHAP(Soft𝑀𝑃𝑁𝐸𝑇 ) 0.64 1.78
SHAP(Soft𝐹𝐼𝑁𝐵𝐸𝑅𝑇 ) 51.42 49.67 52.06 51.65 47.05

To further emphasize the importance of capturing soft infor-
mation embedded in press releases to predict the price revelation
on earnings announcement days, Figure 2 shows the average re-
turn heatmap, sorted by quarterly quintiles of Soft𝑀𝑒𝑎𝑛 and re-
alized earnings surprise. We define an aggregated textual signal,
Soft𝑀𝑒𝑎𝑛 , as the average of soft variables from BKMX, oLDA, BERT,
MPNET, and FinBERT, to provide a unified measure of sentiment.
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The heatmap shows that the average return is driven by the com-
posite signal, with the highest returns of 4.58% in the upper-right
corner and the lowest returns of -5.06% in the bottom-left corner.
The heatmap emphasizes that a trader that only processes the earn-
ing surprise (hard information) will fail to capture much of the
variation in return that is driven by the soft information.

Figure 2: Average Returns Sorted by Surprise and Soft

Both Table 1 and Table 2 rely on the contemporaneously ob-
served surprise, which may overstate its predictive relevance. To
address this, we construct an out-of-sample surprise (OOS-Surprise)
using the same rolling regression approach applied to soft variables:
we regress Ret𝜏 on surprise in year 𝑡 , and use the fitted model
to predict return scores in year 𝑡 + 1. Table 3 reports the results.
The averaged soft variable Soft𝑀𝑒𝑎𝑛 remains statistically signifi-
cant and delivers SHAP values on par with FinBERT and realized
surprise, validating its effectiveness as a composite signal. As ex-
pected, the predictive strength of OOS-Surprise declines relative to
its realized counterpart. Most importantly, in contrast to earnings
surprises, Column (4) shows that our soft information measures
fail to explain stock returns a day prior to the announcement. This
implies that text-based information is not reflected in prices prior
to release, suggesting that, on average, there is a low likelihood of
press release leakage. Earnings surprises are positively related to
pre-announcement returns, which is commonly associated with the
fact that earnings surprises contain stale information since analysts
do not revise their forecasts daily [11, 22].

5.2 Topic Analysis
To understand how textual content relates to stock returns, we
perform topic analysis based on the features selected by Lasso
regression. We categorize metatopics using three approaches.

For the BKMX method, we rely on the original taxonomy, from
which we chose 11 metatopics. In the oLDA approach, we use the
50 topics identified by the model and group them into 9 metatopics
using GPT-4o. For BERT-based models, we start with extracting in-
fluential tokens in a manner analogous to bag-of-words techniques.
Since Lasso regression identifies which of the 768 BERT features
are positively or negatively associated with returns, we map these
weights back to tokens. Let 𝐸 ∈ R512×768 be the BERT embedding

Table 3: OOS-Surprise and Prior Day Return Prediction

Ret𝜏 Ret𝜏−1
(1) (2) (3) (4)

Surprise 0.7726*** 0.0245**
(0.02) (0.01)

OOS-Surprise 0.5038*** 0.5088***
(0.02) (0.02)

Soft𝐹𝐼𝑁𝐵𝐸𝑅𝑇 0.6114*** 0.0101
(0.03) (0.02)

Soft𝑀𝑒𝑎𝑛 0.8276*** 0.8155***
(0.05) (0.05)

Intercept 0.0001 0.0006 0.0004 0.0011**
(0.00) (0.00) (0.00) (0.00)

𝑅2 0.041 0.036 0.032 0.000
𝑁 129811 129811 129811 129811
SHAP(Surprise) 51.64 62.58
SHAP(OOS-Surprise) 41.76 47.30
SHAP(Soft𝐹𝐼𝑁𝐵𝐸𝑅𝑇 ) 58.24 37.42
SHAP(Soft𝑀𝑒𝑎𝑛) 48.36 52.70

matrix for the first 512 tokens in an article, and 𝑤 ∈ R768 be the
Lasso weight vector. The importance score vector 𝐼𝑆 ∈ R512 for
each token is computed as 𝐼𝑆 = 𝐸 · 𝑤 . We then filter out unin-
formative tokens, including: (1) wordpiece tokens starting with
#4; (2) punctuation, numeric and single-character tokens; and (3)
BERT-specific tokens [CLS], [SEP], [PAD], [MASK], [UNK]. From
the remaining tokens, we identify the top 5 positive and negative
tokens per article, then group them into topics. This results in ap-
proximately 13,000 unique tokens from 2006 to 2023. These tokens
are divided into chunks of 500 and labeled using GPT-4o, mapped
to the oLDA metatopics due to its greater relevance to earnings-
related content. Tokens that GPT-4o fails to categorize are assigned
to a generic “Other” category and excluded from further analysis.
In total, GPT-4o successfully categorized 3,219 tokens for BERT,
3,065 for MPNET, and 2,382 for FinBERT, representing around 20%
of all extracted tokens. Token counts per topic over all articles are
then normalized to sum to 100% within each model.

For both BKMX and oLDA, we compute the total weight of each
metatopic𝑤𝑀 by summing up the weights𝑤𝑘 of all topics within
the metatopic. We also calculate the explained variance ℎ(𝑀) of
each metatopic for each year from 2006 to 2023, using the formula:

𝑤𝑀 =
∑︁
𝑘∈𝑀

𝑤𝑘

ℎ(𝑀) =
∑
𝑖∈𝑀

∑
𝑗∈𝑀 𝑤𝑖𝑤 𝑗Cov(𝑓𝑖 , 𝑓𝑗 )∑

𝑀

∑
𝑖∈𝑀

∑
𝑗∈𝑀 𝑤𝑖𝑤 𝑗Cov(𝑓𝑖 , 𝑓𝑗 )

× 100,

where 𝑓𝑖 , 𝑓𝑗 are topic attention vectors across all articles in year
𝑡 (Eq. (2)), and 𝑤𝑖 ,𝑤 𝑗 are fitted weights from year 𝑡 − 1. Figure 3
presents the distribution of explained variances, while Figure 4
shows the polarity (positive vs. negative) of topic weights from
2005 to 2022.

Among the BKMXmetatopics, the most influential areAnnounce-
ments, Corporate Earnings, Financial Intermediaries,National Politics,

4We could instead merge wordpiece tokens into their parent tokens, but the current
extracted tokens are already informative.
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and Science / Arts. Notably, the Science / Arts category includes top-
ics such as “challenges”, “marketing”, and “key role” which, despite
being misclassified in the original BKMX taxonomy, are closely re-
lated to corporate earnings and carry high regression weights. The
Economic Growth metatopic, although less influential in variance,
shows stronger relevance during recessionary periods and years of
elections, specifically 2007, 2008, 2011, and 2015, where its negative
weights align with downturns in market performance and political
cycle. In 2020, the weight is zero, which means that the weights of
associated topics (recession & growth) cancel out.

For oLDA, the most informative metatopics include Financial Per-
formance, covering topics: “Year-End Results”, “Quarterly Income”,
“Net Income”, “Monthly Results”, “Net Loss”, “Revenue Growth”,
“Sales Growth”, “Operating Margin”, “Quarterly Report”, and “Prior
Year Comparison”; as well as Sector-Specific News, which includes
domain-focused topics: “Cancer Research”, “Retail Sales”, “Energy
Utilities”, “Oil and Gas”, “Banking”, “Insurance”, “Technology So-
lutions”, “Healthcare Services”, “Digital Media”, and “Hospitality”.
Figure 4 highlights an interesting narrative employed by companies
when discussing earnings results in press releases.When companies
surpass earnings expectations or achieve positive results, Figure
4 shows that managers speak much more positively about finan-
cial adjustments, metrics, and performance than sector-specific
news. When achieving below-than-expectations, managers speak
much more negatively about sectors. This finding relates to the
“self-serving bias,” where individuals attribute their successes to
internal factors (e.g., managerial abilities) and failures to exter-
nal factors (e.g., bad luck, others’ actions) [28] and to managerial
overconfidence [10].

Table 4 reports the classification results for BERT-family models.
As a fine-tuned model on financial text, FinBERT captures more
tokens in Financial adjustments and metrics (11.09%) and Financial
performance (16.07%), both associated with positive return signals
(𝐼𝑆 > 0). These topics focus on internal factors. Conversely, top-
ics such as Market and Economic Factors (7.94%), Time-Specific Re-
ports (7.11%), Financial Performance (6.8%) and Sector-Specific News
(6.27%) are linked to negative return signals (𝐼𝑆 < 0), reflecting
external factors like macroeconomic conditions, sector trends, and
seasonality. These results support the presence of a self-serving
bias: internal factors are framed more positively than external ones.
FinBERT’s topic alignment with oLDA also suggests explainability
of FinBERT in analyzing financial texts. However, a substantial
fraction of tokens remains misclassified by GPT-4o, and BERT and
MPNET, the non-financial specific models, are more difficult to
interpret. Future works can improve token categorization through
refined prompting strategies or pre-filtering methods.

6 Applications
We next examine two key applications of our method in capturing
soft information embedded in earnings press releases. First, we
investigate the speed at which soft information is incorporated into
stock prices. Second, we quantify the improvement in predicting
top/bottom-performing stocks by combining earnings press release
information with earnings surprises if they are obtained in advance.

6.1 Market Efficiency
In an ideal market without friction, all available information is
instantly reflected in asset prices, leaving no room for investors to
earn abnormal returns based on public disclosures alone [12, 13]. To
evaluate whether this holds for earnings press releases, we conduct
a trading-based test of market efficiency.

On each day 𝜏 , for each firm 𝑐 , we predict the returns using all five
models, and compute Soft𝑀𝑒𝑎𝑛 the average across the five model
predictions. We then implement a long-short strategy based on
the agreement between Soft𝑀𝑒𝑎𝑛 and earnings surprise. We enter
trades at 9:45 a.m since bid-ask spreads are wide at the opening of
markets [16, 23], and exit at the 4:00 p.m close. Using TAQ data,
we exclude stocks with excessive illiquidity—defined as a relative
bid-ask spread exceeding 20% of the midquote:

|Ask − Bid|
Midquote

≥ 0.2, where Midquote =
Ask + Bid

2
. (7)

This filter removes 0.82% of the data properly aligned in TAQ and
event data. Among the remaining data, 54.25% show consistent
signals between surprise and Soft𝑀𝑒𝑎𝑛 . We long stocks 𝐿 with
both positive surprise and positive Soft𝑀𝑒𝑎𝑛 , and short stocks
𝑆 with both negative signals. To balance the portfolio, we trade
min {|𝐿 |, |𝑆 |} stocks, ranked by either surprise or Soft𝑀𝑒𝑎𝑛 . The
portfolio is weighted by market capitalization on day 𝜏 − 15. We
consider two strategies 𝑗 ∈ {1, 2}:

(1) Strategy 1 ( 𝑗 = 1): Enter at ask (bid) if the signal is positive
(negative), and exit at the closing price. Ret𝑂𝐶,1𝜏 =

𝑝𝜏

𝑝
𝑜,𝑘
𝜏

− 1,

where 𝑝𝜏 is the closing price on day 𝜏 , 𝑝𝑜,𝑘𝜏 is the best ask/bid
price at 9:45 a.m on day 𝜏 , and 𝑘 ∈ {Ask, Bid}.

(2) Strategy 2 ( 𝑗 = 2): Enter and exit using ask/bid quotes, cap-
turing transaction costs. For instance, a long position buys at
ask and sells at bid. Ret𝑂𝐶,2𝜏 is computed in a similar fashion,
with 𝑝𝜏 the closing price replaced by ask/bid price at close.

Let Ret𝑂𝐶,𝐿,𝑗𝑡 and Ret𝑂𝐶,𝑆,𝑗𝑡 denote the average long and short re-
turns on day 𝑡 , weighted by market capitalization. The long-short
return is defined as

LS𝑗𝑡 = Ret𝑂𝐶,𝐿,𝑗𝑡 − Ret𝑂𝐶,𝑆,𝑗𝑡 (8)

We test for abnormal returns by regressing LS𝑗𝑡 on constant and
market factors:

LS𝑗𝑡 = 𝛼, (9)

LS𝑗𝑡 = 𝛼 + 𝛽0Mkt-rf𝑡 + 𝛽1HML𝑡 + 𝛽2SMB𝑡 + 𝜀𝑡 , (10)

where Mkt-rf𝑡 is the market return on day 𝑡 less risk-free rate, and
HML𝑡 and SMB𝑡 are HML and SMB factors of [14], respectively.
The estimated 𝛼 values from Eq.(9) are as follows: for strategy 1,
𝛼 = −0.0004 when returns are sorted by Surprise and 𝛼 = −0.0007
(statistically significant at the 5% level) when sorted by Soft. For
strategy 2, the corresponding values are 𝛼 = −0.0055 and 𝛼 =

−0.0051, both significant at the 1% level. The inclusion of the Mkt-
RF, HML, and SMB factors has little impact on the estimated 𝛼s.
Although the returns are statistically significant, they are negative
and close to zero, indicating that the trading strategy primarily

5Market-cap weighting yields more stable results than equal weighting.
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(a) BKMX (b) oLDA

Figure 3: Metatopic Explained Variance

(a) BKMX (b) oLDA

Figure 4: Metatopic Weight Polarity

Table 4: BERT Token Classification

Model Sign Corp. Ann. Fin. Metrics Fin. Perf. Fin. Reports Market / Econ. Factors Op. / Cost Mgmt Regulatory Sector News Time-Spec. Reports

BERT Pos 0.58% 5.75% 7.96% 11.78% 6.36% 11.75% 1.29% 7.95% 6.76%
Neg 0.24% 2.34% 6.54% 3.28% 5.47% 10.11% 0.79% 5.83% 5.22%

MPNET Pos 0.90% 4.63% 5.53% 4.41% 3.37% 6.12% 0.43% 4.82% 17.48%
Neg 0.59% 6.75% 7.87% 2.62% 5.18% 9.53% 1.01% 9.13% 9.63%

FinBERT Pos 1.46% 11.09% 16.07% 4.43% 5.22% 5.11% 1.49% 6.82% 7.73%
Neg 1.85% 2.83% 6.80% 2.07% 7.94% 4.50% 1.22% 6.27% 7.11%

incurs transaction costs and does not generate sustained profits.
These findings are consistent with market efficiency.

6.2 “Hacking” the Earnings News
In [1] the authors document a case where hackers infiltrated US-
based newswire services–notably PR Newswire, Business Wire, and
Marketwired–and stole thousands of yet-to-be-published earnings
press releases. The hackers sold this information to traders, who
executed front-running trades just before the official release of
the earnings announcements. This hacking operation occurred

over several years (roughly 2010 to 2015) and the traders pocketed
more than 100 million US dollars. Eventually, the SEC and DOJ
charged more than 30 individuals in one of the largest securities
fraud cases of its kind. The incident highlights that press releases
are a critical node in the information dissemination chain, and
any breach undermines investor confidence, market efficiency, and
regulatory fairness.

Akey et al. [1] find that it was crucial for traders to use both the
content of the press releases and the earnings surprises to maximize
their expected profits from these illegal activities. However, even
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when combining both signals, traders did not always achieve the
highest expected returns. This is because earnings announcements
are complex pieces of information that are not trivial to interpret,
and they are often followed by conference calls between corporate
managers and analysts that can substantially impact prices.

Our method and results so far have demonstrated how important
are earnings surprises and press releases in explaining announce-
ment date returns, but if one ranks stocks based on expected returns
and evaluate the ranking relative to the ground truth (i.e., realized
returns), what fraction can we correctly identify?

We select the days with at least 20 earnings announcements
(1497 days), which constitutes for 111,104 events in total. After
filtering on soft/surprise agreement, there are 60,192 stocks re-
maining. Let 𝐶 be the number of stocks in top 𝑘 sorted by soft
information or surprise that are also in top 𝑘 sorted by the real-
ized announcement day return. We then compute the Precision@𝑘
score as P@𝑘 = C

𝑘
. Table 5 shows the result based on surprise or

soft information alone, while Table 6 shows the result with the
agreement between the two signals. Comparing both tables reveals
that integrating soft information from press releases with earnings
surprises substantially enhances the ability to identify the top 10
best- and worst-performing stocks. Specifically, for P@10, the preci-
sion when using surprise or soft information separately to identify
the top positive and negative return stocks ranges from 0.25 to
0.36. When combining both signals, P@10 increases significantly
to a range of 0.44 to 0.52. These findings demonstrate the value of
combining hard and soft information for predicting extreme stock
performance and highlight that newswire companies must continue
investing in cybersecurity to fight against data breaches [6].

Table 5: Precision with Separate Use of Surprise or Soft

P@1 P@2 P@3 P@5 P@10

Top Positive Surprise 0.0908 0.1353 0.1710 0.2355 0.3472
Soft𝑀𝑒𝑎𝑛 0.0371 0.0614 0.0853 0.1335 0.2453

Top Negative Surprise 0.0935 0.1403 0.1746 0.2379 0.3578
Soft𝑀𝑒𝑎𝑛 0.0530 0.0855 0.1147 0.1633 0.2714

Table 6: Precision with Agreement in Surprise and Soft

P@1 P@2 P@3 P@5 P@10

Top Positive Surprise 0.1242 0.2017 0.2594 0.3455 0.5170
Soft𝑀𝑒𝑎𝑛 0.0698 0.1199 0.1689 0.2574 0.4411

Top Negative Surprise 0.1409 0.2111 0.2710 0.3606 0.5192
Soft𝑀𝑒𝑎𝑛 0.0983 0.1638 0.2155 0.2979 0.4661

7 Conclusion
In this paper, we analyze earnings press releases with a mixture of
models to predict announcement day returns. We find that both
earnings surprise (hard information) and press release text (soft
information) explain a similar share of return variation. While
FinBERT achieves the highest SHAP values and 𝑅2, traditional bag-
of-words models, especially oLDA, improve its predictions and
offer greater explainability. We also examine a long-short strategy
based on hard and soft information. Although the strategy yields

no profit when executed after market open, supporting market
efficiency, it becomes profitable if information leaks the day before,
underscoring the value of earnings announcements. Our future
work will integrate conference calls texts and audios to explore
information flow in greater depth.

Acknowledgments
This research was carried out at Rotman School of Management,
FinHub Financial Innovation Lab, University of Toronto. We grate-
fully acknowledge financial support from the Social Sciences and
Humanities Research Council (SSHRC) of Canada grant number
435-2022-0745.

References
[1] Pat Akey, Vincent Grégoire, and Charles Martineau. 2022. Price revelation

from insider trading: Evidence from hacked earnings news. Journal of Financial
Economics 143, 3 (2022), 1162–1184.

[2] Dogu Araci. 2019. FinBERT: Financial Sentiment Analysis with Pre-trained
Language Models. arXiv:1908.10063 [cs.CL] https://arxiv.org/abs/1908.10063

[3] Ray Ball and Philip Brown. 1969. An empirical evaluation of accounting income
numbers. 6 (1969), 159—-178.

[4] Victor L. Bernard and Jacob K. Thomas. 1989. Post-earnings-announcement drift:
Delayed price response or risk premium? Journal of Accounting research 27 (1989),
1–36.

[5] Andrew Bird, Stephen A. Karolyi, and Thomas G. Ruchti. 2019. Understanding
the “numbers game”. Journal of Accounting and Economics 68, 2 (2019), 101242.
doi:10.1016/j.jacceco.2019.101242

[6] Bloomberg News. 2025. How Hack of SEC’s EDGAR System Ex-
posed Flaws in US Financial Security. Bloomberg (6 6 2025). https:
//www.bloomberg.com/news/features/2025-06-06/how-hack-of-sec-s-edgar-
system-exposed-flaws-in-us-financial-security

[7] Leland Bybee, Bryan Kelly, Asaf Manela, and Dacheng Xiu. 2024. Business News
and Business Cycles. The Journal of Finance 79, 5 (2024), 3105–3147. doi:10.1111/
jofi.13377 arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/jofi.13377

[8] Yupeng Cao, Zhi Chen, Qingyun Pei, Nathan Lee, K. P. Subbalakshmi, and
Papa Momar Ndiaye. 2024. ECC Analyzer: Extracting Trading Signal from
Earnings Conference Calls using Large Language Model for Stock Volatility Pre-
diction. In Proceedings of the 5th ACM International Conference on AI in Finance
(Brooklyn, NY, USA) (ICAIF ’24). Association for Computing Machinery, New
York, NY, USA, 257–265. doi:10.1145/3677052.3698689

[9] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT:
Pre-training of Deep Bidirectional Transformers for Language Understanding. In
Proceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, Volume 1 (Long and
Short Papers), Jill Burstein, Christy Doran, and Thamar Solorio (Eds.). Association
for Computational Linguistics, Minneapolis, Minnesota, 4171–4186. doi:10.18653/
v1/N19-1423

[10] John A Doukas and Dimitris Petmezas. 2007. Acquisitions, overconfident man-
agers and self-attribution bias. European Financial Management 13, 3 (2007),
531–577.

[11] Jeffrey T. Doyle, Russell J. Lundholm, and Mark T. Soliman. 2006. The extreme
future stock returns following I/B/E/S earnings surprises. Journal of Accounting
Research 44, 5 (2006), 849–887.

[12] Eugene F. Fama. 1970. Efficient Capital Markets: A Review of Theory and Empir-
ical Work. The Journal of Finance 25, 2 (1970), 383–417. http://www.jstor.org/
stable/2325486

[13] Eugene F. Fama, Lawrence Fisher, Michael C. Jensen, and Richard Roll. 1969. The
adjustment of stock prices to new information. International Economic Review
10, 1 (1969), 1–21.

[14] Eugene F Fama and Kenneth R French. 1992. The cross-section of expected stock
returns. the Journal of Finance 47, 2 (1992), 427–465.

[15] Diego Garcia, Xiaowen Hu, and Maximilian Rohrer. 2023. The colour of finance
words. Journal of Financial Economics 147, 3 (2023), 525–549.

[16] Vincent Gregoire and Charles Martineau. 2022. How is earnings news transmitted
to stock prices? Journal of Accounting Research 60, 1 (2022), 261–297.

[17] Matthew D. Hoffman, David M. Blei, and Francis Bach. 2010. Online learning for
Latent Dirichlet Allocation. In Proceedings of the 24th International Conference on
Neural Information Processing Systems - Volume 1 (Vancouver, British Columbia,
Canada) (NIPS’10). Curran Associates Inc., Red Hook, NY, USA, 856–864.

[18] Matthew D. Hoffman, David M. Blei, Chong Wang, and John Paisley. 2013. Sto-
chastic Variational Inference. Journal of Machine Learning Research 14, 40 (2013),
1303–1347. http://jmlr.org/papers/v14/hoffman13a.html

https://arxiv.org/abs/1908.10063
https://arxiv.org/abs/1908.10063
https://doi.org/10.1016/j.jacceco.2019.101242
https://www.bloomberg.com/news/features/2025-06-06/how-hack-of-sec-s-edgar-system-exposed-flaws-in-us-financial-security
https://www.bloomberg.com/news/features/2025-06-06/how-hack-of-sec-s-edgar-system-exposed-flaws-in-us-financial-security
https://www.bloomberg.com/news/features/2025-06-06/how-hack-of-sec-s-edgar-system-exposed-flaws-in-us-financial-security
https://doi.org/10.1111/jofi.13377
https://doi.org/10.1111/jofi.13377
https://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1111/jofi.13377
https://doi.org/10.1145/3677052.3698689
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
http://www.jstor.org/stable/2325486
http://www.jstor.org/stable/2325486
http://jmlr.org/papers/v14/hoffman13a.html


Extracting the Structure of Press Releases for Predicting Earnings Announcement Returns ICAIF ’25, November 15–18, 2025, Singapore, Singapore

[19] Xuan Huang, Siew Hong Teoh, and Yinglei Zhang. 2014. Tone management. The
accounting review 89, 3 (2014), 1083–1113.

[20] Stan Lipovetsky and Michael Conklin. 2001. Analysis of regres-
sion in game theory approach. Applied Stochastic Models in Busi-
ness and Industry 17, 4 (2001), 319–330. doi:10.1002/asmb.446
arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/asmb.446

[21] Scott M Lundberg and Su-In Lee. 2017. A Unified Approach to Interpreting Model
Predictions. (2017), 4765–4774. http://papers.nips.cc/paper/7062-a-unified-
approach-to-interpreting-model-predictions.pdf

[22] CharlesMartineau. 2022. Rest in peace post-earnings announcement drift. Critical
Finance Review 11 (2022), 613–646.

[23] Thomas H McInish and Robert A Wood. 1992. An analysis of intraday patterns
in bid/ask spreads for NYSE stocks. the Journal of Finance 47, 2 (1992), 753–764.

[24] Vitaly Meursault, Pierre Jinghong Liang, Bryan R Routledge, and Madeline Marco
Scanlon. 2023. PEAD. txt: post-earnings-announcement drift using text. Journal

of Financial and Quantitative Analysis 58, 6 (2023), 2299–2326.
[25] OpenAI. 2024. GPT-4o System Card. arXiv:2410.21276 [cs.CL] https://arxiv.org/

abs/2410.21276
[26] S McKay Price, James S Doran, David R Peterson, and Barbara A Bliss. 2012.

Earnings conference calls and stock returns: The incremental informativeness of
textual tone. Journal of Banking & Finance 36, 4 (2012), 992–1011.

[27] Kaitao Song, Xu Tan, Tao Qin, Jianfeng Lu, and Tie-Yan Liu. 2020. MPNet:
Masked and Permuted Pre-training for Language Understanding. In NeurIPS 2020.
ACM. https://www.microsoft.com/en-us/research/publication/mpnet-masked-
and-permuted-pre-training-for-language-understanding/

[28] Miron Zuckerman. 1979. Attribution of success and failure revisited, or: The
motivational bias is alive and well in attribution theory. Journal of personality
47, 2 (1979), 245–287.

https://doi.org/10.1002/asmb.446
https://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/asmb.446
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2410.21276
https://www.microsoft.com/en-us/research/publication/mpnet-masked-and-permuted-pre-training-for-language-understanding/
https://www.microsoft.com/en-us/research/publication/mpnet-masked-and-permuted-pre-training-for-language-understanding/

	Abstract
	1 Introduction
	2 Related Work
	3 Data
	4 Vectorization Techniques
	4.1 Bag-of-Words
	4.2 BERT Models

	5 Analyzing Press Release Articles
	5.1 Return Score Construction
	5.2 Topic Analysis

	6 Applications
	6.1 Market Efficiency
	6.2 ``Hacking'' the Earnings News

	7 Conclusion
	Acknowledgments
	References

